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Abstract

Bioterrorism and accidental laboratory leaks pose significant threats to global
health and security. Advancements in biotechnology and artificial intelligence
(AI) have intensified concerns about potential increases in these risks. However,
quantitative risk estimates have been lacking, hindering effective policy-making
and risk mitigation efforts.
Here we modeled current and future pandemic risks from bioterrorism and lab leaks,
with a focus on the potential impact of general-purpose radically transformative AI
(GPRTAI) systems.
Our results suggest that the current risk of a pandemic from lab leaks (0.03/year;
95% CrI 0.002–0.3) is approximately 2000 times greater than that from bioterrorism
(0.00002/year; 95% CrI 0.000002–0.0001). With GPRTAI, we project bioterrorism
risk could increase by 80 times (to 0.001/year; 95% CrI 0.00007–0.02), while lab
leak risk might increase by 6 times (to 0.3/year; 95% CrI 0.01–3), assuming no
new safeguards are implemented.
The estimates carry significant uncertainty due to limited empirical data on several
key parameters and the inherent challenges in predicting impacts of transformative
technologies. These findings challenge the prevalent focus on bioterrorism in
AI-biosecurity discussions, and highlight the critical importance of improving
laboratory safety practices.

1 Introduction

Biorisk is the risk of harm from biological agents. This paper focuses on two biorisk sources:
bioterrorism and lab leaks (see Figure 1). Bioterrorism involves non-state actors misusing biological
agents for political or ideological purposes. Lab leaks are accidental releases of biological agents
from laboratories.

Biorisk

Natural Intentional Accidental

Bioterrorism Other (e.g. biowarfare) Lab leaks Other (e.g. in transport)

Figure 1: A breakdown of biorisks, highlighting those covered in this paper.
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Biorisk has gained increased attention following the COVID-19 pandemic, which caused an estimated
18 million deaths [1]. Additionally, recent developments have the potential to increase biorisk. These
include CRISPR genome editing advancements and the growth of the DIY biology movement [2, 3].

Radically transformative AI systems are systems that might bring change equivalent to the agricultural
or industrial revolutions [4]. This might be achieved if an AI system with human-level intelligence
is developed. Experts believe such systems will be built, and the median estimate given by AI
researchers in a 2023 survey for ‘unaided machines can accomplish every task better and more
cheaply than human workers’ was 2047 [5].

Current AI models fall short of radically transformative AI. However, advances in general-purpose
AI systems such as ChatGPT have been perceived as a step towards human-level capabilities [6].
These general-purpose AI systems perform a wide range of tasks, in contrast to narrow AI systems
which perform few specialised tasks (such as AlphaFold [7], which predicts protein structures).
These advances have increased awareness to the risks resulting from radically transformative systems,
including biorisk concerns among the scientific community and policymakers [8].

This paper focuses on the intersection of biorisk and general-purpose radically transformative AI
(GPRTAI) systems.

Existing research into AI-enhanced biorisks mostly focuses on bioterrorism. AI could upskill
malicious actors, although the amount of uplift is debated [9–14]. Multiple reports suggest current
systems appear strong at creating an initial plan, but much weaker in other areas of bioterror planning.
These weak areas, combined with challenges in acquiring the necessary resources, are likely to
prevent novices from launching successful attacks today. However, AI systems are improving on
these weak areas over time and significant capability jumps are possible. This means in future they
may enable malicious actors to launch an attack. While a theoretical model of how attack complexity
affects threat actors exists [15], quantitative modeling of the bioterror risk as a whole is lacking.

There is less coverage of AI’s effects on the frequency of laboratory leaks. These already occur
with concerning regularity [16, 17]. Given GPRTAI’s broad impact on the scientific process [4], it is
reasonable to expect it will also influence the volume and safety characteristics of high-risk biology
research.

This paper addresses the gap in quantitative modeling for both bioterrorism and lab leak risks,
currently and in a scenario with GPRTAI systems. We develop probabilistic models to estimate
the risk of a pandemic per year from each source and argue that lab leaks pose a higher risk than
bioterrorism in both scenarios. The paper proceeds as follows: we describe our model variables and
methodology, present results and sensitivity analysis, and discuss implications and future directions.

2 Methods

We developed probabilistic models that estimate the number of pandemics per year from lab leaks
and bioterrorism. We evaluate two scenarios: current conditions, and with the influence of general-
purpose radically transformative AI (GPRTAI) systems. This section describes the variables used, the
model equations, and our implementation.

Table 1: Model variables. Ranges represent 5th and 95th percentiles for lognormal distributions.
Meaning Distribution Justification

N Total BSL-3 labs worldwide 7850 to 10130 2011 CDC data, extrapolated to 2024 using
trends from KCL’s Global BioLabs Report
[18, 19].

L Chance of a lab-acquired
infection per lab per year

Beta(2.42, 267)
(≈ 0.2% to 2%)

Fitted to prior estimates of leaks from BSL-3
and BSL-4 labs [17, 16, 20].

I Chance of an initial
outbreak given an infection

Beta(3.54, 42.4)
(≈ 2.5% to 15%)

Based on prior estimates [17, 21, 22].

S Average number of staff per
BSL-3 lab

5 to 25 Approximate estimate from discussions with
experts.
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Table 1: Model variables (continued)
Meaning Distribution Justification

T Annual high-fatality
terrorist attacks conducted
per capita

1.63× 10−9 Calculated from UN population statistics and
Global Terrorism Database data between 1970
and 2020 [23, 24]. ‘High-fatality’ means 10 or
more fatalities.

T ′ Adjustment to terror rate
for bioterror attacks

0.5 to 1 Authors’ estimate. Described in more detail in
subsection 2.1.

O Number of skilled outsiders 2.11× 106 Biology PhD graduates or equivalent,
extrapolated from OECD graduates data to the
working population [25].

A Fraction of outsiders with
access to bio resources

Beta(1.33, 12.4)
(≈ 1% to 25%)

Approximate estimate from discussions with
experts.

PL Chance of pandemic from
an initial lab leak outbreak

Beta(1.05, 60.2)
(≈ 0.1% to 5%)

Approximate estimates from discussions with
experts who expressed significant uncertainty.

PT Chance of pandemic from
an initial bioterrorism
outbreak

Beta(1.33, 12.4)
(≈ 1% to 25%)

Approximate estimates from discussions with
experts who expressed significant uncertainty.
Bioterrorism is greater than lab leaks given its
intentional nature.

AIV Change in biology research
volume due to GPRTAI

10 Authors’ estimate. Previous estimates have
suggested 10× growth is a definition itself of
radically transformative AI [26].

AIL Change in lab leak
likelihood per lab-year due
to GPRTAI

0.25 to 1.5 Authors’ estimate, weighing factors such as
reduced human error against machine error and
an accelerated research environment.

AIS Change in number of
research staff due to
GPRTAI

0.5 to 2 Authors’ estimate, considering automation of
research tasks and expansion of research due to
increased wealth.

AIT Change in terrorist
radicalization due to
GPRTAI

2 to 10 Authors’ estimate. Affected by disinformation,
manipulative capabilities, disruptions like job
displacement, balanced against
counter-radicalization improvements.

AIO Change in outsiders with
biology skills due to
GPRTAI

10 to 100 Authors’ estimate, reflecting AI’s potential to
dramatically lower barriers to conducting
advanced biology research.

Next, we combine these variables to estimate the number of pandemics from each of the two causes.

2.1 Bioterrorism model

Our bioterrorism model considers two potential sources of risk: insiders (lab staff) and outsiders
(individuals with biology skills, who could gain access to the necessary resources to carry out an
attack). The equation for pandemics per year from bioterrorism is:

Pandemics/year (bioterrorism) = (N × S +O ×A)× T × T ′ × PT

This equation first calculates the number of potential insiders (N × S) and outsiders (O × A). It
then multiplies this by the likelihood they conduct a successful high-fatality terrorist attack (T ), an
adjustment described below (T ′), and the probability of the attack escalating to a pandemic (PT ).

T ′ is used as T alone is likely an overestimate. This is because most insiders and outsiders will
be highly-educated, a demographic that is less likely to be involved in terrorism than the general
public. Additionally, they may choose to conduct an non-bio terror attack. And finally, a successful
bioterrorist attack may be more difficult than a successful high-fatality terrorist attack.

To consider GPRTAI influence, we modify this equation to:
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Pandemics/year (GPRTAI bioterrorism) = (N × S ×AIS +O ×AIO ×A)× T × T ′ ×AIT × PT

This accounts for changes in number of research staff (AIS), number of skilled outsiders (AIO), and
the amount of terrorist radicalization (AIT ).

2.2 Lab leaks model

For lab leaks, we evaluate the number of labs and the likelihood of a leak leading to an infection:

Pandemics/year (lab leaks) = N × L× I × PL

This equation multiplies the number of labs (N ) by the chance of a lab-acquired infection per lab
per year (L), the chance of that infection causing an initial outbreak (I), and the probability of the
outbreak becoming a pandemic (PL).

When considering GPRTAI influence, we modify this equation as follows:

Pandemics/year (GPRTAI lab leaks) = N ×AIV × L×AIL × I × PL

This incorporates factors for the change in biology research volume (AIV ) and the change in lab leak
likelihood per lab-year due to GPRTAI (AIL). This reflects how GPRTAI might increase the overall
amount of research being conducted while potentially affecting the safety of how research is carried
out.

2.3 Model implementation

We implemented the models in Squiggle, an open-source language for probabilistic estimation. This
enabled us to accurately combine uncertain distributions. We ran the models with 100,000 Monte
Carlo samples on Squiggle version 0.9.5. Convergence testing confirmed that 100,000 samples were
sufficient for stable results across multiple simulation runs.

The model code is available at https://github.com/domdomegg/biorisk-squiggle-models.

3 Results
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Figure 2: Pandemics per year under different models

Our models produce probability distributions for the number of pandemics per year from both lab
leaks and bioterrorism. Key results are summarized in Table 2.
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Lab leaks Bioterrorism

Current 0.05/year 0.00002/year
(90% CrI: 0.002–0.4) (90% CrI: 0.000002–0.0001)

With GPRTAI 0.3/year (6x increase) 0.002/year (80x increase)
(90% CrI: 0.01–3) (90% CrI: 0.00007–0.02)

Table 2: Estimated number of pandemics from lab leaks and bioterrorism

The current models have large uncertainties, with all 5th and 95th percentile estimates differing by
more than 2 orders of magnitude. This is because limited literature quantifies the variables involved,
and it is difficult to precisely predict GPRTAI’s impacts. Despite these uncertainties, the models are
useful to give an approximate scale of the risks. They suggest that lab leaks are a greater risk than
bioterrorism, both currently and with GPRTAI systems.

3.1 Sensitivity Analysis

We conducted a one-at-a-time (OAT) sensitivity analysis to understand how variable changes affect
model predictions. Due to the multiplicative nature of our models, changes in most variables affect
the predictions equally and linearly. In other words, a 50% increase in any given factor typically
results in a 50% increase in the predicted number of pandemics per year.

However, the bioterrorism model exhibits more complex behavior due to its consideration of both
insider and outsider threats. Table 3 shows the results of our OAT analysis for these factors in both
current and GPRTAI-influenced scenarios.

Scenario 50% increase in insiders (S) 50% increase in outsiders (O)

Current 20% increase 30% increase
With GPRTAI 1% increase 49% increase

Table 3: Sensitivity of bioterrorism model to insider and outsider factors

Currently, insider and outsider factors have relatively balanced influence. With GPRTAI, the model
becomes much more sensitive to changes in the outsider factors. This shift reflects the assumption that
GPRTAI will significantly increase the number of skilled outsiders capable of conducting bioterrorism,
making this factor more dominant in determining overall risk.

4 Discussion

Our results suggest that while GPRTAI may increase the likelihood of a pandemic from bioterrorism
by a greater proportion than lab leaks. However, lab leaks are still likely to remain the dominant
source of pandemics.

This implies that pandemic prevention and preparedness efforts should focus on lab safety over bioter-
rorism, assuming equal tractability. We reaffirm the importance of continued lab safety improvements,
and following best practices in risk assessment, biological containment, enclosure, and exposure
minimization [27].

We suggest two further mitigations based on our model: AI evaluations for increasing biology
research volume, and AI-supported biosafety technologies.

AI evaluations involve assessing model capabilities, often by giving models standardized tests.
Existing dangerous capability evaluations focus on directly harmful capabilities, such as bioterrorism
skills. We encourage expanding these evaluations to capabilities that might increase biological
research volume (AIV ), given this is a critical factor to lab leak biorisk. Ideally, such evaluations
would consider indirect effects such as economic growth leading to increased R&D investment.
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Empirical evaluation results would help ground estimates for AIV . Tracking this over time may
enable forecasting future values, although sudden capability advancements would still be possible.

AI-supported biosafety technology could improve lab safety (decreasing AIL). This could automate
tasks to reduce human error and conduct more research into improving biosafety. By building systems
that are powered by common base AI models, we create a situation where advances in AI capabilities
reduce lab leaks per lab (AIL) to offset increases in research volume (AIV ).

4.1 Limitations and future work

Our models are a simplification of the biorisk landscape. Future work might consider:

• Biological design tools (BDTs). This is software specialized for particular biological use
cases, such as AlphaFold [7]. Some BDTs could increase biorisk [11].

• Nation state actors and biowarfare. We excluded this as there is even more limited data.
Additionally, state capabilities are likely already high, so uplift would be more limited.

• Pandemic-preparedness advancements. Future diagnostics tools, therapeutics, and vaccine
technologies will improve outbreak detection and response. Demand for these is also likely
to increase if biorisk increases.

• Other technologies. Advancements in CRISPR, DNA synthesis and technologies not yet
developed may significantly affect biorisk.

Additionally, our models only evaluate biorisk. Extensions might consider:

• Benefits of high-risk biology research. This would enable fairly balancing the trade-offs
involved in pursuing this research. Some qualitative and quantitative research has previously
been done for gain of function research [28].

• Comparisons to other risks. This would help stakeholders prioritize across risks.

The models also have significant uncertainties throughout. This uncertainty may reduce with time
as we see the impacts of AI on biology research. Future work might use techniques like the expert
elicitation, prediction markets or AI evaluations to improve estimates.

Finally, the models make many assumptions about calculating biorisk. Developing alternative models
and using ensemble modeling would improve confidence in biorisk forecasts.
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